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FIELD OF THE INVENTION

[001] The present invention relates to the field of the system system for
ensemble learning with Convolution Neural Network with novel techniques,
methods, devices and apparatus. The invention more particularly relates to a
system for ensemble learning with Convolution Neural Network for automatic

identification of implant manufacturer using X-ray radiographs.

BACKGROUND OF THE INVENTION

[002] The following description provides the information that may be useful in
understanding the present invention. It is not an admission that any of the
information provided herein is prior art or relevant to the presently claimed
invention, or that any publication specifically or implicitly referenced is prior
art.

[003] Further, the approaches described in this section are approaches that
could be pursued, but not necessarily approaches that have been previously
conceived or pursued. Therefore, unless otherwise indicated, it should not be
assumed that any of the approaches described in this section qualify as prior
art merely by virtue of their inclusion in this section.

[004] To replace the damaged ball and sockets in the human shoulder,
prostheses made of polyethelene and metallic components are frequently
used nowadays. Due to degradation in the quality of the prosthesis,
reoperation and revision may be required years after the replacement.
Information on the prototype and the relevant prosthesis maker are needed
for this step. In some cases, the patient and the primary physician may be
unaware of the prosthesis' prototype and maker. Typically, manual

identification of the prosthesis' prototype and maker is done during
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preoperative planning. The manual identification of the model and
manufacturer, however, takes time and is error prone. An automatic model
identification and manufacturer classification system can speed up the
treatment process and reduce the operation risk associated with the manual
model identification system. In this paper, an ensemble model based on
multiple benchmarks for convolution neural networks is proposed. The
ensemble model combined three pre-trained CNN models (DenseNet201,
ResNet50, and MobileNetV2) to provide a reliable conclusion on the implant
manufacturer during the revision process. The individual pre-trained models
are trained separately to make independent predictions and then finally
combined using an average weighted ensemble technique to form the
ensemble model. A collection of 597 implant images from four manufacturers,
including 83 images from Cofield, 294 from Depuy, 71 from Tornier, and 149
from Zimmer, were used as a dataset to train and test the model. Experimental
results show that the ensemble model performs better than the individual pre-
trained models. Based on the performance of the model, we believe that this
model will be a useful tool in preoperative planning and can be applied in the
identification and classification of implants from other manufacturers.

[005] In order to treat injured shoulder joints, total shoulder arthroplasty is
frequently used. Common causes of shoulder damage and dysfunction
include trauma, deposition, weakening of the shoulder cartilage tissue, harm
to surrounding bones, and severe arthritis. The shoulder will malfunction as a
result of this damage and suffer severe trauma. When the damage to the
shoulder joint is severe, surgery may be used to relieve pain and restore

motion to the patient's shoulder. The injured joint is separated and substituted
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with a synthetic prosthetic joint during the TSA surgery. The correctness of the
synthetic prosthesis' positioning after surgery is assessed using X-ray implant
images, which are used to assess the prosthesis' suitability before operation.
Several shoulder prosthesis manufacturers presently produce a variety of
variants of this prosthesis to suit a range of patients and circumstances. When
the performance of the prosthesis deteriorates years after the transplant,
reoperation and correction may be necessary. Identification of the model,
anatomy, and manufacturer of the prosthesis is a key surgical step to reduce
the typical difficulties and place them in the right position. When a patient
relocates from the place or nation where they had surgery, it's possible that
both they and their primary doctor in the new place or country are uninformed
of the prosthesis' model and maker. Therefore, to determine the type of the
prosthesis and the manufacturer, a thorough inspection and ocular
comparison of radiographic images are needed. This method takes a lot of
time, is error-prone, and causes delays in reoperation and modification.

[006] Numerous researchers have proven several deep learning algorithms to
categorise implants based on their manufacturer and determine their model
and design. To automatically identify implant manufacturers, deep learning
technigues such as ResNet, Convolutional Neural Network (CNN), Neural
Network, VGG, GoogleNet, and Inception have been applied recently. These
technigues have been used as feature extractors to improve the accuracy of
implant identification and classification. To ensure a high level of accuracy and
reliability in the prediction of implant manufacturer, there is a need for a more
robust approach that can guarantee a high level of reliability in the choice of

implant to use during the revision process.
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[007] In a real-life scenario, medical diagnoses based on multiple medical
expert views are more accurate and preferable. The combination of multiple
medical experts aids in achieving a more reliable conclusion. Using the same
philosophy, this paper proposed an ensemble model for automatic implant
manufacturer prediction using X-ray radiography. The proposed ensemble
model employs multiple convolutional neural networks to achieve a reliable
prediction of the implant manufacturer based on x-ray images. The individual
models involved in the implant prediction have been trained separately to
make independent predictions. The trained models are combined using a
weighted average ensembling method to predict the manufacturer of the
implant.

[008] The main contributions of this paper are summarized as follows:

To develop a deep learning-based model for automatic implant manufacturer
prediction using X-ray radiographs;

To develop an ensemble model that provides reliable conclusion based on the
outcome of multiple individual pre-trained models; and

To prove the ability of ensemble models to yield better performance than the
individual learning models.

[009] Accordingly, on the basis of aforesaid facts, there remains a need in the
prior art to provide a system for ensemble learning with Convolution Neural
Network for automatic identification of implant manufacturer using X-ray
radiographs. Therefore, it would be useful and desirable to have a system,

method, apparatus and interfaces to meet the above-mentioned needs.
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SUMMARY OF THE PRESENT INVENTION

[010] In view of the foregoing disadvantages inherent in the known types of
conventional analysis systems, methods and techniques, are now present in
the prior art, the present invention provides a system for ensemble learning
with Convolution Neural Network for automatic identification of implant
manufacturer using X-ray radiographs, which has all the advantages of the
prior art and none of the disadvantages.

[011] It is an object of the present invention and the need for identification of
implant manufacturer is the initial and crucial step for revision to re-establish
movement and mitigate pain in an operated shoulder. To make a reliable
conclusion on the manufacturer, there is need for a rigorous examination and
visual comparison of radiographic images of various implant manufacturers.
This approach is liable to errors that can significantly affect the entire revision
process and prolong the time and suffering by the victim. To address these
issues, we proposed an ensemble model for automatic implant manufacturer
prediction using X-ray radiography. Our model employs multiple convolutional
neural networks to achieve a reliable prediction of the implant manufacturer
based on x-ray images. The individual CNN varients involved in the implant
prediction were trained separately to make independent predictions and then
combined using a weighted average ensembling method to predict the
manufacturer of the implant. We trained the individual pre-trained model for
150 epochs using the training set and validated the model using the validation
set. The performance of the pretrained models were monitored and evaluated

based on model accuracy, precision, recall and F1 score.
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[012] Furthermore, the ensemble model has shown promising performance in
terms of the aforementioned evaluation metrics, thus we believe that the
model will be a useful tool in preoperative planning and can be applied in the
identification and classification of implants from other manufacturers. In future,
we will compare the result of our model with the conclusions made by multiple
physicians.

[013] In this respect, before explaining at least one object of the invention in
detall, it is to be understood that the invention is not limited in its application
to the details of set of rules and to the arrangements of the various models set
forth in the following description or illustrated in the drawings. The invention is
capable of other objects and of being practiced and carried out in various
ways, according to the need of that industry. Also, it is to be understood that
the phraseology and terminology employed herein are for the purpose of
description and should not be regarded as limiting.

[014] These together with other objects of the invention, along with the various
features of novelty which characterize the invention, are pointed out with
particularity in the disclosure. For a better understanding of the invention, its
operating advantages and the specific objects attained by its uses, reference
should be made to the accompanying drawings and descriptive matter in

which there are illustrated preferred embodiments of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[015] When considering the following thorough explanation of the present
invention, it will be easier to understand it and other objects than those
mentioned above will become evident. Such description refers to the

illustrations in the annex, wherein:
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[016] FIGS. 1-13, illustrate various representations for a system for ensemble
learning with Convolution Neural Network for automatic identification of
implant manufacturer using X-ray radiographs, in accordance with an

embodiment of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

[017] The following sections of this article will provide various embodiments
of the current invention with references to the accompanying drawings,
whereby the reference numbers utilised in the picture correspond to like
elements throughout the description. However, this invention is not limited to
the embodiment described here and may be embodied in several other ways.
Instead, the embodiment is included to ensure that this disclosure is extensive
and complete and that individuals of ordinary skill in the art are properly
informed of the extent of the invention. Numerical values and ranges are given
for many parts of the implementations discussed in the following thorough
discussion. These numbers and ranges are merely to be used as examples
and are not meant to restrict the claims' applicability. A variety of materials are
also recognised as fitting for certain aspects of the implementations. These
materials should only be used as examples and are not meant to restrict the
application of the innovation.

[018] Referring now to the drawings, these are illustrated in FIGS. 1-13, the
present invention discloses a system for ensemble learning with Convolution
Neural Network for automatic identification of implant manufacturer using X-

ray radiographs.
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[019] In accordance with another embodiment of the present invention, the
structure and the working process of the pre-trained models (DenseNet201,

ResNet50, and MobileNetV2) adopted in the ensemble model are explained.

ResNet

[020] In accordance with another embodiment of the present invention,
ResNet, also known as residual network, is an Artificial Neural Network (ANN)
that uses skip connections or shortcuts to build a deeper ANN by skipping
some neuron layers. The various versions of ResNet include ResNet-18,
ResNet-34, ResNet-50, and so on, where the numbers represent the number
of layers present in the model. A residual block of ResNet architecture is
created by adding a shortcut to the main part of the plain neural network. A
residual block is an identity block when the input and output activation
dimensions are similar and a convolution block otherwise. The stacking of
residual blocks forms the residual network. Figure 1 below shows the residual
blocks of the ResNet architecture.

DenseNet

[021] In accordance with another embodiment of the present invention,
DenseNet is a variant of Neural Network that is used for visual object
recognition. DenseNet concatenates the output of the preceding layer with the
future layers. It was developed to enhance the decline in accuracy caused by
the vanishing gradient in advanced level NN.

MobileNet

[022] In accordance with another embodiment of the present invention,

convolutional neural networks, such as MobileNet, are specialised for use in
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embedded and mobile vision applications. They are built using depthwise
separable convolutions, which are lightweight deep neural networks that can

have minimal latency for embedded and mobile devices.

Best Mode & Enablement of the present invention

[023] In accordance with another embodiment of the present invention, the
proposed approach in this work employs multiple convolutional neural
networks to achieve a reliable prediction of implant manufacturer based on x-
ray images. The individual models involved in the implant prediction have
been trained separately to make independent predictions. The trained models
are combined using a weighted average ensembling method to predict the
manufacturer of the implant. The ensemble model is made up of the previously
mentioned models: DenseNet201, ResNet50, and MobileNetV2. The phases
involved in the proposed automatic implant prediction approach are depicted
in figure 4.

Data Collection

[024] In accordance with another embodiment of the present invention, to
evaluate the performance of the ensemble model, the dataset was collected
from different sources, which include prosthesis from BIDAL lab in San
Francisco State University, Common US shoulder prosthesis, various
manufacturers’ website, and Feeley Lab at University of California, San
Francisco. The initial collection consists of 605 X-Ray images of 8-bit gray
scale in jpeg format with varying dimensions. 8 images appeared to be
collected from the same patients and were eliminated from the initial
collection. The dataset contain images from four (4) different manufacturers

as follows: Cofield (83 images), Depuy (294), Tornier (71) and Zimmer (149).

10
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The class labels of the prosthesis are provided as the manufacturers names
in the file names. The figure below shows some example of the X-Ray images
of the prosthesis from the four manufacturers.

Data Preprocessing

[025] In accordance with another embodiment of the present invention, in this
phase, the dataset is segregated into four classes based on the manufactures
of the implant with each class labeled as the name of the manufacturer. The
image data were resized to a uniform size of 124x124 and then normalized to
resolve the variation in resolution of the implant X-ray graphics. To avoid any
element of bias in splitting the dataset and improve the quality and
performance of the model, we shuffled the dataset prior to data splitting.
Data Partitioning

[026] In accordance with another embodiment of the present invention, the
preprocessed data from the preprocessing pipeline is partitioned into training
set, testing set and validation set. The training set comprises of 60% of the
overall dataset and the testing and validation dataset each contains 20% of
the overall dataset. The training dataset is used to train the model and the
validation and test dataset is used to validate the model and test the
performance of the model

Model Development and Training

[027] In accordance with another embodiment of the present invention, in this
phase, the pre-trained models (DenseNet201, ResNet50 and MobileNetV2)
are developed and trained using the training dataset. The corresponding
training accuracy and training loss of the individual pre-trained model were

monitored. Also, the conventional 5-fold cross validation approach is

11
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employed in validating the individual pre-trained model and the corresponding
validation accuracy and validation loss were monitored.

Ensemble Model

[028] In accordance with another embodiment of the present invention, the
ensemble model is developed by combining the pre-trained models using a
weighted average ensembling method to predict the manufacturer of implant.
The weight of the models are assigned in such a way that, the model with
lower validation error is assigned a higher weight so that it's contribution in
deciding the implant manufacturer is higher. Given a; as the percentage
accuracy of i model, the validation loss of the it" model is calculated as
follows:

vl = 100 — ai 1

And the weight of the ith model is calculated as follows:

vl
w; = 2
L Z;(l=1 17lk

Where n is the number of pre-trained model used

Performance Evaluation

[029] In accordance with another embodiment of the present invention, in this
phase, the performance of the individual pre-trained model and the ensemble
model are checked. The performance of the model is evaluated by computing
the accuracy, precision, recall, Fl-score and confusion matrix. The

performance metrics used are expressed as follows:

TP+TN

Accuracy = ——m—
Y = INTFP+TP+FN

12
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TP

Precision = 4
TP+FP
TP
Recal = 5
TP+TN
Precission*Recall
Flgscore = 2 % 6

Precission+Recall

Where TP represent true positive, TN represents true negative, FP represents

false positive and FN represents false negative

Model Comparison

[030] In accordance with another embodiment of the present invention, in this
phase, the three pre-trained models and the ensemble model are compared
based on their performance in correctly predicting the manufacturer of the
implants.

Experiment and Results

[031] In accordance with another embodiment of the present invention, the
pre-trained models and the ensemble model were implemented using Colab
GPU (Tesla K80 12GB GDDR5 VRAM), Python 3.9 and TensorFlow 2.2.0.
Due to the imbalance in number of images in the classes of the dataset, we
expand the number of images in Cofield, Tornier and Zimmer class using data
augmentation. We resize the images of the classes to spatial dimensions with
resolution of 124 x 124 x 3. The dataset is randomly divided into 5 fold for a
cross validation and the model was for 150 epoch. After the training, the model
was tested on the holdout subset and the

[032] In accordance with another embodiment of the present invention, Figure
6 through 8 shows the learning curve for DenseNet201, ResNet50 and

MobileNetV2 respectively. The figures present the training accuracy and

13
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validation accuracy and training loss and validation loss of the three pre-
trained models. The models were trained for 150 epochs each, thus the figures
presents the accuracies and losses for the models for each epoch. Based on
the figures, it can be observed that the training accuracies and validation
accuracies and training losses and validation losses closely increases and
decreases for each model. This indicates that the models are well fit and can
be generalized on an unseen implant radiograph.

[033] In accordance with another embodiment of the present invention, based
on the reports presented in the table, DenseNet201 achieve the best
performance in terms of accuracy, precision, recall and F1-score as compared
to the ResNet50 and MobileNetV2. The MobileNetV2 model yield lower
performance in terms of the evaluation metrics as the ResNet50 model.
Figure 9 through 12 shows the confusion matrices of the three pre-trained
model and the ensemble model. Based on the figures, MobileNetV2 recorded
the highest misclassifications with a total of 24 images from Cofield,
misclassified as Zimmer and Depuy, 29 images from Depuy misclassified as
Cofield and Tornier, a total of 3 images from Tornier misclassified as Depuy
and a total of 22 images from Zimmer misclassified as Cofield. DenseNet201
and ResNet50 have performed well in the classification of implants based on
manufacturer with a ceiling of 7 images misclassified by ResNet50. Based on
figure 12, the ensemble model obtained by combining the three pre-trained
model have correctly classified all the implants. With this performance, it can
be concluded that the prediction of implant manufacture by the ensemble

model can be highly reliable.

14
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[034] In accordance with another embodiment of the present invention, table
5 shows the performance comparison of the three pre-trained models and the
ensemble model. The corresponding performance is graphically represented
in figure 13 above. Based on the comparison it can be seen that ensemble
model achieve the best performance as compared to the individual pre-trained
models. DenseNet201 and ResNet50 achieve a better performance as
compared to MobileNetV2 pre-trained model. This shows that, DenseNet201
and ResNet50 have greater weight compared to the MobileNetV2, thus
contribute more to determining the class of an implant.

[035] The above-mentioned invention is provided with the preciseness in its
real-world applications to provide a a system for ensemble learning with
Convolution Neural Network for automatic identification of implant
manufacturer using X-ray radiographs.

[036] The benefits and advantages that the present invention may offer have
been discussed above with reference to particular embodiments. These
benefits and advantages are not to be interpreted as critical, necessary, or
essential features of any or all of the embodiments, nor are they to be read as
any elements or constraints that might contribute to their occurring or
becoming more evident.

[037] Although specific embodiments have been used to describe the current
invention, it should be recognized that these embodiments are merely
illustrative and that the invention is not limited to them. The aforementioned
embodiments are open to numerous alterations, additions, and improvements.
These adaptations, changes, additions, and enhancements are considered to

be within the purview of the invention.
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We Claim:

. An ensemble model for automatic implant manufacturer prediction using X-ray

radiography, comprising:

a plurality of convolutional neural network (CNN) variants, each trained
independently to predict the manufacturer of an implant based on an X-ray
image, wherein the CNN variants employ pre-trained models;

a weighted average ensembling method configured to combine the
independent predictions of the CNN variants and produce an ensemble
prediction of the implant manufacturer;

a training set and a validation set used to train and validate the CNN variants,
respectively;

a performance evaluation method based on accuracy, precision, recall, and F1
score used to monitor and evaluate the performance of the CNN variants during
training and validation;

wherein the ensemble model achieves a reliable prediction of the implant
manufacturer based on X-ray images and can be applied in the identification
and classification of implants from other manufacturers, thereby providing a

useful tool in preoperative planning.

. The ensemble model as claimed in claim 1, wherein each CNN variantis trained

for 150 epochs using the training set.

. The ensemble model as claimed in claim 1 or 2, wherein the X-ray radiography

comprises a digital radiograph or a computed tomography (CT) scan.

. The ensemble model of any of claims 1 to 3, wherein the ensemble prediction

of the implant manufacturer is a probability distribution over a set of possible

manufacturers.

16



5. The ensemble model of any of claims 1 to 4, wherein the performance
evaluation method further comprises a confusion matrix analysis.

6. A computer-implemented method for predicting the manufacturer of an implant
based on an X-ray image, comprising:

5 receiving an X-ray image of the implant;

applying the ensemble model of any of claims 1 to 5 to the X-ray image;
outputting an ensemble prediction of the implant manufacturer.

7. A computer-readable storage medium having instructions stored thereon that,
when executed by a computing device, cause the computing device to perform

10 the method of claim 6.
Dated this 29" day of April 2023

Applicant
Dr. B. R. Ambedkar Chair-Andhra University
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ABSTRACT
A SYSTEM FOR ENSEMBLE LEARNING WITH CONVOLUTION NEURAL

NETWORK FOR AUTOMATIC IDENTIFICATION OF IMPLANT MANUFACTURER

USING X-RAY RADIOGRAPHS

[038] The present invention discloses a system for ensemble learning with
Convolution Neural Network for automatic identification of implant manufacturer using
X-ray radiographs. In the present invention, an ensemble model for automatic implant
manufacturer prediction using X-ray radiography. Our model employs multiple
convolutional neural networks to achieve a reliable prediction of the implant
manufacturer based on x-ray images. The individual CNN varients involved in the
implant prediction were trained separately to make independent predictions and then
combined using a weighted average ensembling method to predict the manufacturer
of the implant. We trained the individual pre-trained model for 150 epochs using the
training set and validated the model using the validation set. The performance of the
pretrained models were monitored and evaluated based on model accuracy, precision,
recall and F1 score. The ensemble model has shown promising performance in terms
of the aforementioned evaluation metrics, thus we believe that the model will be a
useful tool in preoperative planning and can be applied in the identification and

classification of implants from other manufacturers.

Accompanied Drawing [FIGS. 1-2]
Dated this 29" day of April 2023

Applicant
Dr. B. R. Ambedkar Chair-Andhra University
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Figure 1 Residual Block [27]

Figure 2 DenseNet Architecture [29]
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Figure 3 MobileNetV2 Architecture [30]
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Figure 5 Architecture of the Proposed Implant Detection System
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Figure 6 Training and Validation Accuracy for DenseNet201 Model
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Figure 7 Training and Validation Accuracy for ResNet50
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Figure 8 Training and Validation loss for MobileNetV2
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Figure 9 Confusion Matrix for DenseNet201 Figure 10 Confusion Matrix for ResNet50
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Recall B Ensemble Model
B MobileMety2
Precision W ResNet50
B Densehet201
Accuracy
=] g2 94 965 98 100
Figure 13 Performance of the pre-trained models and the Ensemble Model
Dataset Cofield Depuy Tornier Zimmer
Training 51 176 43 89
Validation 16 59 14 30
Testing 16 59 14 30

Table 1. Data distribution for training, validation and testing
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Class Accuracy (%) Precision (%) Recall (%) F1-Score (%)
Cofield 99.7 99 100 99

Depuy 99.4 99 98 98

Tornier 99.4 99 99 99

Zimmer 99.6 100 100 100

Table 2 Classification report for DenseNet201

Class Accuracy (%) Precision (%) Recall (%) F1-Score (%)
Cofield 98.5 97 98 97
Depuy 98.0 100 99 98
Tornier 98.5 97 99 98
Zimmer 98.6 100 99 99

Table 3 Classification report for ResNet50

Class Accuracy (%) Precision (%) Recall (%) F1-Score (%)
Cofield 93.9 99 100 99

Depuy 93.5 99 98 98

Tornier 93.8 99 99 99

Zimmer 93.9 100 100 100

Table 4 Classification report for MobileNetV2

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%)

DenseNet201 99.8 99.9 99.9 99.8
ResNet50 99 99.7 99.8 99.5
MobileNetV2 94.1 99 98.9 99.1
Ensemble Model 100 100 100 100

Table 5 Performance Comparison of DenseNet201, ResNet50, MobileNetV2 and Ensemble Model

Dated this 29" day of April 2023
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